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The monomolecular Haag–Dessau mechanism for propane cracking over acidic chabazite has been stud-
ied using dispersion-corrected periodic DFT calculations in combination with ab initio molecular dynam-
ics (AIMD) simulations, transition path sampling (TPS), and free-energy integrations. The AIMD
simulations show that due to the weak specific interaction of the saturated molecule with Brønsted acid
sites, the adsorption energy is considerably reduced at elevated temperature and that only a fraction of
the molecules adsorbed within the zeolite is sufficiently close to the acid site to form a reactant complex
for protonation. TPS shows that the preferred reaction mechanism is the protonation of a terminal methyl
group. The direct proton attack on the C–C bond between the methyl and methylene groups is not
excluded but occurs with lower probability. The intrinsic reaction parameters such as free energy and
entropy of activation are determined using thermodynamic integration based on constrained molecular
dynamics simulations.

� 2011 Elsevier Inc. All rights reserved.
1. Introduction

Cracking is a chemical reaction in which hydrocarbons are bro-
ken into shorter fragments. An industrially important example of
hydrocarbon cracking is the conversion of heavy fractions of crude
oil to more valuable light fractions used, e.g., for fuel production.
The reaction can be catalyzed by solid acids such as zeolites [1].
The reaction mechanism for the cracking of saturated hydrocar-
bons depends on the thermodynamic conditions. The classical
mechanism [2,3] is a chain reaction in which carbenium ions play
a central role. The bond in the b-position with respect to the pos-
itively charged trivalent carbon atom is broken, leading to the for-
mation of shorter molecules – an alkane and a carbenium cation.
The carbenium cation can abstract a hydride from another alkane,
forming a new carbenium cation. Initially, carbenium ions can be
created, for instance, by protonation of alkenes that may be present
in the feed as impurities.

At specific conditions, such as low partial pressure of the reac-
tant and high reaction temperature (T > 600 K) [4], and only at such
conditions, the alternative monomolecular Haag–Dessau mecha-
nism is favored. Monomolecular cracking of an alkane produces
ll rights reserved.
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an alkane with a shorter C–C chain and an alkene. Alkenes are
stronger proton acceptors than alkanes. When a sufficiently high
concentration of alkenes is created, the classical mechanism pre-
vails. Hence, the monomolecular mechanism can be active only
at a low partial pressure of the reactant. Another factor that affects
the cracking mechanism is the zeolite geometry. It is known that in
zeolites with small pores, such as erionite, bimolecular cracking is
hindered by sterical constraints [5].

The reaction mechanism for a monomolecular cracking has been
thoroughly investigated both experimentally [5–14] and theoreti-
cally [15–25]. The reaction proceeds in two steps [15] shown in
Scheme 1: (i) Protonation of the alkane at an acid site, followed
by creation of a carbonium cation, and (ii) collapse of the carbonium
ion leading to the formation of an alkane and an alkene. The rate-
determining step is (i) with a measured (apparent) activation
energy of DEzmeas decreasing for short linear alkanes from 155 to
105 kJ/mol with increasing carbon number from C3 to C6 [7]. This
means that the reactivity of linear alkanes increases significantly
with increasing chain length. If one defines a quantity DEzint ¼
DEzmeas � DHads often identified with an intrinsic activation barrier
in the literature [12–14], analysis of experimental data indicates
that the intrinsic barrier is almost constant in a homologue series
of alkanes, e.g., approximately equal to 200 kJ/mol for zeolite
H-ZSM5. Similar relation has been reported for other types of zeo-
lites [10–12,14], which suggests that the ability of a Brønsted site
to transfer a proton to an alkane does not vary significantly [11].

http://dx.doi.org/10.1016/j.jcat.2011.01.022
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Scheme 1. Mechanism for monomolecular cracking of propane.
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Hence, the reactant heat of adsorption would become the dominant
factor determining the variation of cracking activity with chain
length of the alkane, on the one hand, and zeolite pore shape, on
the other. Recently, such an interpretation of the experimental data
has been debated [13,14].

Most theoretical investigations into cracking reactions using
density functional theory (DFT) presented so far concentrate on
the calculation of the activation energy required for the proton-
ation of an alkane and hence ignore the effects of the adsorption
thermodynamics – essentially it is assumed that all molecules
are also in a reactant state where they can be protonated. All cal-
culations use very small clusters (with 3–5 tetrahedral sites) to
represent the zeolite and either gradient-corrected [17,18] or hy-
brid [22–25] exchange-correlation functionals. Rigby et al. [19]
performed cluster calculations at the Hartree–Fock level and at-
tempted to account for correlation effects by performing second-
order MP2 perturbation corrections at fixed geometry. The use of
small clusters does not permit to account for the flexibility of the
zeolitic framework, and density functional calculations do not ac-
count for dispersion forces that are known to be essential for
achieving accurate adsorption energies for saturated hydrocarbons
[26].

Very recently, a hybrid approach to the theoretical simulation of
alkane cracking in zeolites has been presented by Swisher et al.
[25]. The adsorption thermodynamics has been studied using con-
figurational-bias Monte Carlo (CBMC) simulations and empirical
force fields to describe the interaction between the alkane and
the zeolite, while ab initio density functional calculations in com-
bination with harmonic transition state theory (hTST) have been
made to determine the intrinsic activation energies and rate coef-
ficients for the cracking process. The important result of the first
part of these investigations is that at the high temperatures char-
acteristic for monomolecular cracking only a small fraction of the
molecules adsorbed in the cavity of the zeolite are sufficiently close
to the Brønsted site to be in a reactant state for protonation. In the
ab initio calculations, the cluster approximation and the choice of
the exchange-correlation functional have been critically examined.
It has been found that increasing the cluster size from 5 to 23 tet-
rahedral sites at a given level of theory decreases the activation
barrier for propane cracking by 34–70 kJ/mol. The results of peri-
odic calculations were also reported, but as the cluster calculations
used a hybrid functional whereas the periodic calculations were
based on a gradient-corrected functional, it was not possible to de-
cide whether the results with the large cluster were already con-
verged to the periodic limit. Calculations using the small clusters
show an activation energy for propane increasing with a higher le-
vel of theory (from hybrid functionals to MP2), while calculations
for the large cluster suggest a much smaller influence of the theo-
retical approach and a decrease rather than increase in the activa-
tion energy at a higher level of theory. For all alkanes, the intrinsic
activation entropies were found to be negative, with a tendency to
become even more negative with increasing chain length. This is in
contrast to the conclusions of Bhan et al. [13].

The main focus of the work of Swisher et al., however, was to
investigate the kinetics of alkane cracking. Monte Carlo calculations
of the thermodynamics were made with the intrinsic rate
coefficients derived from DFT calculations on the small clusters
and absolute rate theory. The qualitative trend of the dependence
of the reaction rate on carbon number was reproduced, but the
calculated rate coefficients were found to be a factor of 10–100
smaller than observed. The discrepancy was attributed to the use
of the small T5 cluster, because limited results for the larger T23
cluster revealed a significant improvement.

In this work, we study in detail the monomolecular cracking of
propane over acidic chabazite using periodic DFT calculations
including dispersion corrections. We have performed ab initio
molecular dynamics simulations for the characterization of the
adsorption at finite temperatures, transition path sampling (TPS)
for the identification of the reaction path, and free-energy gradient
integrations for the determination of the free energies of activa-
tion. The use of advanced statistical-mechanical approaches in
combination with dispersion-corrected ab initio calculations per-
mits to explore the influence of the dynamical properties of reac-
tants, products, and zeolite host on the reaction.
2. Methodology

2.1. Structural model

Our calculations were performed for acidic chabazite with one
acid proton and one Al site per a simulation cell. The acid proton
was located in position O4 according to the nomenclature of Jeanv-
oine et al. [27]. The lattice parameters have been derived from the
experimental geometry determined for a highly siliceous form
(SSZ-13) of chabazite [28] ðR�3 m; a ¼ 9:291 Å, a = 93.92�). In order
to avoid undesired interactions between the periodically repeated
images of the reactive domain containing the acid site and the
hydrocarbon molecule, a larger simulation cell has been used.
The lattice vectors of the larger cell (a,b,c) are related to those of
the unit cell (a1,a2,a3) via a = a1 + a2,b = a1 � a2, and c = a3, leading
to a cell with lattice parameters a = 12.682 Å, b = 13.581 Å,
c = 9.291 Å, a = 90.00�, b = 95.74�, and c = 90.00�. The shortest dis-
tance between atoms from reactive domain and their repeated
images is greater than 5 Å. The periodically repeated cell contains
24 tetrahedral units: one AlO4 and 23 SiO4 tetrahedra.
2.2. Electronic structure calculation

Periodic DFT calculations have been made using the VASP code
[29–32]. The Kohn–Sham equations have been solved variationally
in a plane-wave basis set using the projector-augmented-wave
(PAW) method of Blöchl [33], as adapted by Kresse and Joubert
[34]. The exchange-correlation energy was described by the PBE
generalized gradient approximation [35]. Brillouin-zone sampling
was restricted to the C-point. The plane-wave cutoff was set to
300 eV. The convergence criterion for the electronic self-consis-
tency cycle, measured by the change in the total energy between
successive iterations, was set to 10�4 eV/cell.
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2.3. Dispersion corrections – the DFT-D2 approach

Standard DFT functionals fail to describe van der Waals interac-
tions [26]. As a significant part of the interaction energy between
alkanes and a zeolite is due to van der Waals interactions [36],
we adopted semi-empirical approach of Grimme [37] implemented
in the VASP code [38] in which dispersion corrections to the DFT
total energies and forces are approximated by semiempirical pair-
wise potentials of the form1:

Edisp ¼ �
s6

2

XNat

i¼1

XNat

j¼1

X0
L

Cij
6

jri;0 � rj;Lj6
fdmpðjri;0 � rj;LjÞ; ð1Þ

The summations in Eq. (1) are over all atoms Nat and all translations
of the unit cell L = (l1, l2, l3), the prime indicates that i – j for L = 0, s6

is a global scaling factor depending on the chosen exchange-corre-
lation functional, Cij

6 denotes the dispersion coefficient for the atom
pair ij, ri,L is the position vector of atom i after performing L transla-
tions of the unit cell along lattice vectors. The damping function:

fdmpðrijÞ ¼
1

1þ e�dðrij=rij
0�1Þ

ð2Þ

scales the force field such as to provide only negligible contribution
to dispersion energy for distances within typical bonding situations.

The combination rules for parameters C6 and r0 are Cij
6 ¼

ffiffiffiffiffiffiffiffiffiffiffi
Ci

6Cj
6

q
, and

rij
0 ¼ ðri

0 þ rj
0Þ, where Ci

6 and ri
0 are dispersion coefficient, and effec-

tive van der Waals radius for an atom i, respectively.
Parameters optimized for the use in combination with the PBE

functional have been used in this study [37]. The DFT-D2 approach
was recently shown to improve predictions on structure, energet-
ics, and elastic properties of wide range of materials where disper-
sion forces play an important role [38].

2.4. Geometry optimizations and static transition state searches

Transition states on the potential energy surface have been
identified using the dimer method [39], as recently improved by
Heyden et al. [40]. Atomic positions were considered to be relaxed
if all forces acting on the atoms were smaller than 0.03 eV/Å. Tran-
sition states were proven to be first-order saddle points of the po-
tential energy surface using vibrational analysis. The potential
energy minima have been optimized using a conjugate gradient
algorithm [41].

2.5. Molecular dynamics and the free energy calculations

Born–Oppenheimer molecular dynamics simulations have been
performed in the NVT ensemble. The simulation temperature has
been controlled using a Nosé–Hoover thermostat [42,43]. An inte-
gration step of 1 fs has been used. The atomic mass of tritium has
been used for all H atoms in order to narrow the vibrational spec-
trum and thus to avoid the thermal separation of ‘‘hard’’ and ‘‘soft’’
vibrational modes. The free-energy reaction profiles have been cal-
culated using the thermodynamic integration technique [44–47] as
described in our earlier work on proton transfer reactions [48]. A
brief description of the method can be found in Appendix A.

2.6. Transition path sampling

Transition path sampling (TPS) [49] is a computational method
based on molecular dynamics designed to study rare events such
as chemical reactions and phase transitions. In TPS, the space of
reactive trajectories is sampled by performing trial moves such
1 In Ref. [38], the Eq. (1) is misprinted and a factor of 1/2 is missing
as ’’shooting’’ and ’’shifting’’. Sampling is ergodic – the relative
number of reactive trajectories corresponding to different reaction
mechanisms is proportional to their relative likelihood in the reac-
tive trajectories space. The TPS technique allows to study reaction
mechanisms in unbiased way; for a recent application to the dehy-
drogenation of alkanes catalyzed by zeolite, see Ref. [50]. Some de-
tails on TPS are presented in Appendix B; for in-depth description
of the method, see Ref. [49].

3. Limitations of static transition path searches

A number of theoretical studies [15–25] have been devoted to
the investigation into the monomolecular cracking reaction of
short alkanes catalyzed by zeolites. To the best of our knowledge,
all previous theoretical studies used a static approach based on
the analysis of potential energy surfaces to determine intrinsic
activation energy of reaction. In this approach, minima on the
potential energy surface represent reactant, product, and interme-
diate states and saddle points represent transition states. The reac-
tion barrier is computed as the energy difference between saddle
point and minimum connected by a path described by an intrinsic
reaction coordinate. This computationally relatively inexpensive
approach can provide useful information about likely reaction
paths, especially in the case of potential-energy dominated chem-
ical reactions. Unfortunately, the application of this technique to
study alkane conversion reactions in zeolites is problematic, for
different reasons. In small structural models such as 3T or 5T clus-
ters that are often used in theoretical studies to represent the zeo-
lite [15–20,22–24], only a small number of stationary states
representing possible reactant and transition states exist. With
increasing complexity of the structural model, the potential energy
surface becomes more and more complicated and contains many
local minima and saddle points. In a realistic structural model,
many different configurations for reactant and transition states ex-
ist, differing in the orientation of the alkane molecule with respect
to the zeolite framework. For each such configuration, a slightly
different activation energy would be computed.

We demonstrate this at the example of propane in acidic
chabazite. A set of different initial configurations for a transition
state search for a cracking reaction has been generated using con-
strained molecular dynamics. Each of these initial configurations
has been optimized using the improved dimer method [40]. In such
a way, eight different saddle point configurations have been iden-
tified, and three examples of transition structures are shown in
Fig. 1. The reactant (R) and reaction intermediate (RI) configura-
tions formed in the first reaction step of protolytic cracking (see
Scheme 1) have been identified using a procedure in which the
transition structures were distorted slightly along the direction
of the eigenvector of the unstable vibrational mode (the one with
an imaginary vibrational frequency) and subsequently relaxed
using a conjugate gradient algorithm [41]. This procedure guaran-
tees that minima and transition states lie on the same reaction
path. The reactant and intermediate configurations linked with
the transition states shown in Fig. 1 are displayed in Figs. 2 and
3, respectively. A comparison of the TS and RI configurations shows
that all configurations correspond to late transition structures that
are known to dominate monomolecular alkane cracking reactions
[21–23,51].

We emphasize that all of these reaction paths correspond to the
same reaction mechanism, and all these configurations differ only
in the position and orientation of propane with respect to the
zeolite framework. The total energies for the eight transitions
states (TS), reactant (R), and intermediate structures (RI) are listed
in Table 1. The transition state energies vary in the interval from
�639.306 to �639.519 eV, i.e., the difference between the highest
and lowest transition state energies is as large as 20 kJ/mol.
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Fig. 1. Three different transition states for propane cracking. Selected interatomic distances are in Å. Corresponding potential energies are listed in Table 1.
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Fig. 2. Three different reactant configurations – adsorption complexes of propane at Brønsted acid site. Selected interatomic distances are in Å. Corresponding potential
energies are listed in Table 1.
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Fig. 3. Three different reaction intermediates for propane cracking over Brønsted acid site. Selected interatomic distances are in Å. Corresponding potential energies are listed
in Table 1.

Table 1
Potential energies for eight different reactant (R) states, corresponding transition
structures (TS), and reaction intermediates (RI) identified for protolytic propane
cracking. Adsorption energies DEads are calculated relative to the gas-phase molecule
and the unloaded zeolite. For reader’s convenience, the intrinsic activation energies
for forward ðDEz!Þ and reverse (DEz ) reaction modes are listed.

Configuration E(R) DEads E(TS) DEz! E(RI) DEz 
eV kJ/

mol
eV (kJ/

mol)
eV (kJ/

mol)

1 �641.521 �65 �639.373 207 �639.389 2
2 �641.540 �67 �639.357 211 �639.422 6
3 �641.472 �60 �639.519 188 �639.623 10
4 �641.510 �64 �639.369 207 �639.410 4
5 �641.448 �58 �639.306 206 �639.413 10
6 �641.483 �61 �639.477 194 �639.497 2
7 �641.538 �67 �639.415 205 �639.475 6
8 �641.575 �70 �639.437 206 �639.485 5
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Energies of reactants and intermediates are distributed over
slightly narrower intervals, see Table 1. As a consequence, the
intrinsic activation energies DE� vary between 188 and 211 kJ/
mol. These results can be compared with the recent calculations
of Swisher et al. [25] who determined DE� at different levels of
theory and using different structural models. Using MP2 method,
activation energies of 264 kJ/mol and 192 kJ/mol were calculated
for a small 5T and a large 23T cluster representing H-ZSM-5,
respectively. Using a hybrid functional (B3LYP), the corresponding
values are 235 kJ/mol and 202 kJ/mol, while using a conventional
semi-local functional (PBE) a lower value of 173 kJ/mol was calcu-
lated for a periodic zeolite structure (H-ZSM-5).

Note that all these theoretical values are significantly higher
than the experimental activation energy of 155 kJ/mol reported
by Narbeshuber et al. [7]. The computed adsorption energy of pro-
pane in acidic chabazite ranges from �58 to �70 kJ/mol, and the
experimental heat of adsorption for propane measured at room
temperature is �27 to �49 kJ/mol depending on the geometry of
the internal surfaces of the acidic zeolite [36,52,53]. The reason
for the disagreement between theory and experiment is that at fi-
nite temperature many different adsorption configurations occur
with finite probability. As we shall demonstrate in the next section,
agreement between theoretical and experimental adsorption ener-
gies improves significantly when thermal effects are taken into ac-
count. As the number of soft degrees of freedom such as a skeletal
C–C–C–C torsions increases with the chain length of the alkane, it
is to be expected that the uncertainty in the computed adsorption
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and activation energies increases with the number of C atoms in a
linear hydrocarbon. All these results indicate that neither the reac-
tant nor the transition state can be represented with sufficient
accuracy by a single configuration determined by a static relaxa-
tion. Instead, any state on the reaction path must be represented
by an ensemble average representative for the reaction conditions.
1 2 3 4 5 6 7 8

r
C...H

 (Å)

P(
r C

...
H

)

Fig. 4. Distribution function for the distance between proton and the nearest
carbon atom of propane (P(rC. . .H)) computed for three different temperatures.
4. Ab initio molecular dynamics simulation of adsorption
complexes

To initiate a cracking reaction, the acidic proton must be trans-
ferred from the Brønsted site to the hydrocarbon molecule. Such a
transfer is possible only if at least one of the carbon atoms of the
molecule approaches the acid site to a sufficiently close distance.
The probability to form an adsorption complex depends on the
interplay of two opposite factors: the specific interaction between
the zeolite OH group and the hydrocarbon molecule tends to stabi-
lize structures with short C� � �HO distances <3.0 Å and thermal dis-
order tends to drive the molecule away from the acid site. It is well
known from experiment [36] that the interaction of a saturated
hydrocarbon with the acid site is weak, the specific interaction en-
ergy being only �10 kJ/mol (note that this value is well reproduced
by DFT calculations [26]). The largest part of the adsorption energy
arises from the interaction between the molecule and the zeolite
wall mediated by dispersion forces (added here as corrections to
the Hellmann–Feynman forces calculated within DFT) which do
not confine the molecule to remain close to the Brønsted site.
Entropy, on the other hand, increases with increasing amplitude
of the translational and rotational motions of the alkane in the cav-
ity. To investigate the impact of thermal effects on the formation of
adsorption complexes, we have performed ab initio molecular
dynamics simulations at three different temperatures: 100, 300,
and 800 K. The total simulation time for each MD run was
100 ps. The formation of an adsorption complex has been identi-
fied by measuring the distance between the acid proton and the
nearest carbon atom of propane (rC���H0 ). In Fig. 4, the probability
distribution PðrC���H0 Þ is shown at the three different simulation
temperatures. At the lowest temperature T = 100 K, the specific
C� � �HO interaction is the dominant factor. Propane forms a stable
adsorption complex with the Brønsted acid site, and the shortest
C� � �H0

distance was less than 3 Å for 99% of the simulation time.
The distribution function P(rC� � �H0) shows a rather narrow peak
centered at �2.2 Å. The internal energy of adsorption has been
computed using:

DUadsðTÞ ¼ hEzeoþpropiT � hEpropiT þ hEzeoiT
� �

ð3Þ

where hEzeo+propiT,hEpropiT, and hEzeoiT are the average total (potential
and kinetic) energies at the simulation temperature computed for
propane adsorbed in zeolite, propane in vacuum, and the clean
acidic zeolite, respectively, computed in three separate MD simula-
tions for each temperature. As expected, the internal energy of
adsorption computed for T = 100 K is similar to the interaction ener-
gies obtained by atomic relaxations (see Table 1), DUads= � 59 kJ/
mol. At T = 300 K, thermal disorder plays already a significant role
and the probability to find a carbon atom at distance shorter than
3 Å from proton decreases to 68%. Consequently, the internal energy
of adsorption decreases to �44 kJ/mol. This value compares reason-
ably well with the experimental heat of adsorption of �47 kJ/mol
measured for propane adsorbed at T = 348 K at a zeolite with a
framework density similar to chabazite (H-KFI) [52]. Finally, at a
temperature of 800 K, at which cracking reaction actually occurs,
propane spends only �18% of time in a state with the shortest C� � �H0
distance 63 Å and the internal energy of adsorption decreases to
�38 kJ/mol. At all simulation temperatures, propane tends to form
adsorption complexes via one of the terminal methyl groups, while
the probability that the central methylene group comes sufficiently
close to the proton is very low. Our conclusion that the probability
to find a molecule adsorbed within the zeolite in a reactant state is
rather low at reaction conditions agrees with the configurational-
bias Monte Carlo simulations of Swisher et al. [25], who also found
very similar values for the adsorption energy. This result also shows
that the adsorption process is temperature sensitive: propane is
bound to the BA site in a typical adsorption state at low tempera-
ture, while at high temperature, the adsorption complex is less sta-
ble and the motion of propane in the cavity is much less restricted.
This example shows that the adsorption process is qualitatively dif-
ferent at low and high temperature. Hence, in contrast to usual
assumptions [13,14], the entropy of adsorption cannot be consid-
ered to be temperature independent.

5. High-temperature reaction mechanism

For the monomolecular cracking of propane, two different real-
izations of the first reaction step can be considered [17]. In the
mechanism shown in Scheme 2a, the proton (H0) attacks directly
the C–C bond to be broken and all other C–H bonds remain un-
changed. This mechanism has been reported, for instance, in Refs.
[15,16,22–24]. In the alternative mechanism (Scheme 2b), H0 is at-
tached to a terminal methyl group. A different hydrogen atom is
shifted from the terminal carbon atom toward a carbon in the
CH2 group to form a C–H bond, and at the same time, the bond be-
tween the methyl and methylene groups is broken. Using DFT clus-
ter calculations, Blaszkowski et al. [17] found that for ethane
cracking the potential energy barriers along the two reaction paths
are the same. The rate constants computed using harmonic transi-
tion state theory (hTST) indicate, however, that the mechanism (a)
is slightly more advantageous. Similar reaction mechanism has
been identified for the n-butane cracking in theoretical work of
Boronat et al. [20]. In order to determine the dominant reaction
mechanism at elevated temperatures, transition path sampling
simulations at a realistic reaction temperature (T = 800 K) have
been performed. The initial reactive trajectory was obtained by
integrating the equations of motion forward and backward, start-
ing from one of the potential-energy saddle points determined pre-
viously and using randomly generated Boltzmann-distributed
momenta. The type of trial move has been chosen randomly with
80% likelihood of selecting the shooting and 20% of selecting the
shifting move. The length of trajectories was fixed to 200 fs, which
has been found to be sufficient to capture the whole reaction. The
simulation temperature was set to T = 800 K. Reactant and product



O O
Si

H'

C

CH3

HH
C

H
H

H

O
Si

C

Al
O

Si

H'
H
H

C

H
H

H

CH3
(a)

O

Si Al

Si Al
O

Si

H'

C

CH3

HH
C

H
H

H

O
Si

C

Al
O

Si

H
H
H

C

H
H

H'

CH3
(b)

O
Si

C

Al
O

Si

H' H
H

C

H
H

H

CH3

O
Si

C

Al
O

Si

H H
H

C

H
H

H'

CH3

Scheme 2. Two possible realizations of the first reaction step of protolytic cracking of propane. Proton initially sitting at Brønsted acid site is indicated by prime (H0).
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Fig. 5. Time evolution of parameter D (distance between proton and carbon in
methyl group minus distance between proton and carbon in methylene group)
sampled by transition path sampling at T = 800 K (left) and the distribution function
computed for final points of reactive trajectories Dt=200 (right). The branches (a) and
(b) in left panel correspond to two reaction mechanisms shown in Scheme 1.
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states were distinguished using coordinates measuring the O–H0,
C–H, and C–C distances. A configuration was identified as a reac-
tant state if the O–H0 distance was shorter than 1.05 Å and the
lengths of the two C–C bonds were shorter than 1.7 Å. Similarly,
product configurations are defined as structures in which the pro-
ton (initially attached to a framework oxygen) was bound to a car-
bon atom (such that a carbonium cation was created) and one of
the C–C bonds was elongated to 1.8 Å or more. Altogether
4000 TPS steps have been performed, producing 1400 different
reactive trajectories.

In our TPS simulations, both alternatives for the rate-determin-
ing step of protolytic cracking explained in Scheme 2 have been
sampled. Note that the mechanism (a) requires that the proton lo-
cated initially on the framework oxygen (H0) forms bonds with
both a methyl group and the methylene group, whereas in mecha-
nism (b), the proton is attached only to the methyl group. The two
mechanisms can be therefore distinguished by measuring the dif-
ference between two interatomic separations (D): the distance be-
tween the proton and the carbon in the methylene group and the
distance between the proton and the methyl group. The time evo-
lution of the parameter D measured for the identified reactive tra-
jectories is shown in Fig. 5. Clearly, two ‘stripes’ of trajectories can
be recognized: those with Dt=200 � 0 Å correspond to mechanism
(a) and those in which Dt=200 oscillates around 1.8 Å correspond
to mechanism (b). The distribution of the values Dt=200 is shown
in the right panel of Fig. 5. Clearly, mechanism (b) is dominant
and we estimate that it determines �80% of the reactive
trajectories.

Fig. 6 shows projections of the configuration space sampled by
TPS onto three internal parameters characterizing the cracking
reaction: (i) the distance between the framework oxygen at which
the proton is located at t = 0 and a carbon atom in the methyl group
active in the reaction (r1), (ii) the distance between the proton and
the framework oxygen atom (r2), and (iii) the distance between the
two carbon atoms forming the C–C bond that is broken during the
reaction (r3). In all reactant configurations, the parameters r2 and r3

correspond to chemical bonds fluctuating around �0.99 Å and
1.55 Å, respectively. As we have seen in the previous section, the
adsorption complexes between propane and the Brønsted acid site
are unstable at a reaction temperature of 800 K and r1 varies be-
tween 2.7 and 5 Å. Note that the values of r1 sampled in TPS are
limited by the length of the reactive trajectories restricted to
200 fs in this study. As follows from our analysis of straightforward
MD simulations performed at 800 K, the parameter r1 can even
take values larger than 6 Å, see Fig. 4. As the reaction proceeds,
the O–H bond and one of the C–C bonds are broken. The reaction
intermediate spans a rather broad region of configuration space.
The transformation from reactant to reaction intermediate can pro-
ceed only through a rather narrow region in configuration space
(the space between the two boxes showing the regions character-
istic for stable states displayed in Fig. 6). The static transition state
configurations (see Section 3) fall into this region (see full red cir-
cles in Fig. 6). These results show that the number of possible tran-
sition states is smaller than that of reactant and product
configurations. In other words, our TPS simulations indicate that
the entropy is lower in the transition region than in the reactant
state and that the entropy of activation is negative. This effect is
quantitatively analyzed using the thermodynamic integration
technique in the following section.
6. Calculation of intrinsic reaction parameters

Calculations of the free energy of activation have been made
using the thermodynamic integration technique [44–47], de-
scribed in Appendix A. For the thermodynamic integration, a set
of internal coordinates must be chosen such as to form a suffi-
ciently complete basis for the description of the reaction path,
i.e., it should contain all essential degrees of freedom which are
modified during the reaction. In the present calculations, a set of
four coordinates have been used: (i) the distance between the pro-
ton and an oxygen atom next to the aluminum framework atom
(n1), (ii) the length of the bond between the two carbon atoms Ci
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Table 2
Internal parameters n1–n4 describing reaction path computed for potential and free-
energy stationary states.

n1 n2 n3 n4

Relaxations
Minimum 0.98–0.99 1.53–1.54 3.26–3.31 2.35–2.36
Saddle point 1.68–2.00 1.71–1.87 3.92–4.00 2.90–2.97

Molecular dynamics, T = 800 K
Minimum 0.99 1.55 3.12 2.32
Saddle point 1.75 1.76 3.92 2.96
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Fig. 7. Free-energy profile for the rate-determining step of monomolecular cracking
of propane as a function of path length s. The internal energy (DU�) and entropy
(TDS�) contributions are indicated.
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and Cj that is broken during the cracking reaction (n2), and (iii, iv)
the coordination numbers for the atoms Ci and Cj by hydrogen
atoms (n3 and n4). Following Ref. [54], we characterize the coordi-
nation number cn(Ci) for the carbon atom Ci by the continuous
function:

cnðCiÞ ¼
XNH

l¼1

1� rCi�Hl
R0

� �9

1� rCi�Hl
R0

� �14 ; ð4Þ

where the parameter R0 is set to 1.5 Å, rCi�Hl
is the distance between

atoms Ci and Hl, and the summation is over all hydrogen atoms Hl

attached to atoms Ci or Cj (forming the C–C bond to be broken), plus
the proton initially located at the Brønsted acid site. Note that alto-
gether six C–H distances contribute to each coordination number.

The free-energy minima in the collective variable space corre-
sponding to the reactant – propane adsorbed in H-chabazite – have
been obtained by analyzing the data of the molecular dynamics
simulations at T = 800 K. As proposed by Fleurat–Lessard and Zie-
gler [47], the free-energy transition states have been identified
by performing optimizations on the free-energy hypersurface.
Free-energy gradients along a path connecting initial and transi-
tion state have been determined using constrained ab initio MD
simulations, see Eq. (A3) in Appendix A. The simulation time for
one free-energy gradient calculation was 50 ps and the simulations
have been stopped when each component of the free-energy gradi-
ent decreased below a threshold of 0.1 eV/Å (for n1 and n2) or
0.1 eV/(unit coordination number) for n3 and n4. In Table 2, the
internal coordinates defining the free-energy minimum and transi-
tion state are compared with those for stationary states on the po-
tential energy surface determined by atomic relaxations. The
parameters n1–n4 characterizing the free-energy transition state
fall into the interval of values found for the static transition states.
In the case of the free-energy minimum, the values for parameters
n3 and n4 are lower compared to configurations identified in static
relaxations. The reason is that the distances between the proton
and carbon atoms increase due to thermal effect and the corre-
sponding contribution to the coordination number is smaller (cf.
Eq. (4)).

The free-energy profile as a function of the length of the reac-
tion path s is shown in Fig. 7. The computed free-energy barrier
is 237 ± 6 kJ/mol. This value is by 26 to 49 kJ/mol higher than the
potential energy barriers computed in the static approach. The
internal energy of activation has been computed as the difference
between the internal energy for the transition state and for the
free-energy minimum. Using the constrained molecular dynamics,
the internal energy of a state with a fixed value of the internal
coordinates n can be calculated using

UðnÞ ¼
hjZj�1=2Hn� in�
hjZj�1=2in�

; ð5Þ

where Hn� is the Hamiltonian of the system and Z is defined in Eq.
(A2).

The calculated value of the internal energy of activation
DU� = 180 kJ/mol is slightly lower than the potential energy barri-
ers computed using the static approach which fall into the interval
188–211 kJ/mol, see Section 3. The entropy of activation can be
found using the thermodynamic relation:

DA ¼ DU � TDS: ð6Þ
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The intrinsic entropy of activation has been found to be negative
(DS� = �71 J/mol/K), consistent with our qualitative analysis based
on sampling of reactive trajectories discussed in Section 5. A similar
result has been reported in the recent theoretical study by Swisher
et al. [25] who found that the entropy of activation of the first step
of reaction vary between �34 and �71 J/mol/K, depending on cho-
sen structural model and level of theory.

The experimentally measured entropy of activation ranges be-
tween �91 to �99 J/K/mol, depending on type of acidic zeolite
[14]. It should be noted, however, that this measured value is only
an effective parameter which, in addition to entropy of activation,
includes also contributions from other physico-chemical processes
such as adsorption, diffusion, and desorption of reactant and prod-
uct molecules. Hence, the relation between the measured and
intrinsic entropy of activation is not straightforward. Some authors
[13,14] estimated the intrinsic reaction parameters using a Lang-
muir adsorption model in which the concentration of the reactant
state is proportional to the external pressure of reactant (pB) and
the rate of reaction r is defined as

r ¼ kintKBpB; ð7Þ

where kint and KB are the intrinsic rate of reaction and adsorption
constant, respectively. In this model, it is implicitly assumed that
once an alkane is adsorbed, it is immediately in a ‘reactant’ state,
i.e., it forms an adsorption complex with the Brønsted site. This
model yields simple relations between measured, intrinsic, and
adsorption parameters:

Ezmeas ¼ Ezint þ DHads; ð8Þ
DSzmeas ¼ DSzint þ DSads: ð9Þ

The intrinsic entropy of activation for propane predicted using this
model has small negative value (�9 J/mol/K). For longer linear al-
kanes, predicted DSzint is even positive. Clearly, this simple model as-
sumes that reactant looses most of entropy when shifting from gas
phase to adsorbed state, which is implicitly identified with adsorp-
tion complex, i.e., reactant bound to the active site. The picture aris-
ing from our simulations and also from the recent theoretical work
of Swisher et al. [25] is distinctly different: the propane molecule is
not strongly bound to the active site in the adsorbed state at
T = 800 K; instead, it can almost freely move and rotate in the zeo-
lite cavity. In other words, a reactant bound to the BA site cannot be
considered to be a typical adsorption state configuration. Conse-
quently, the entropy loss due to adsorption predicted by the simu-
lations [25] (�20 to �40 J/mol/K) is significantly lower than
assumed in Refs. [13,14] (�102 J/mol/K). Our simulations show that
the formation of an adsorption complex in which propane gets close
enough to active site to be activated is an integral part of the crack-
ing process.

7. Conclusions

Propane cracking has been studied using periodic density func-
tional calculations and ab initio molecular dynamics simulations.
To account for van der Waals interactions between propane and
the zeolite, the semiempirical dispersion corrections proposed by
Grimme [37] have been used. The internal energy of adsorption
of �44 kJ/mol computed using molecular dynamics at T = 300 K is
comparable with the experimental heat of adsorption measured
for a zeolite with similar framework density as in chabazite
(�47 kJ/mol). Our ab initio molecular dynamics simulations show
that propane forms stable reactant complexes with a Brønsted acid
site only at low temperatures. The probability to form a reactant
complex decreases with temperature: at T = 800 K, the typical
reaction temperature for protolytic cracking, thermal disorder
dominates over the weak specific interaction between propane
and the Brønsted acid site. A very similar behavior – a decreased
probability to form a reactant complex at higher temperature –
has been reported by Swisher et al. [25] who studied the adsorp-
tion thermodynamics of alkanes in zeolites using Monte Carlo sim-
ulation techniques combined with empirical force fields.

Transition path sampling has been used to determine the reac-
tion mechanism for the rate-determining step of propane cracking.
It has been shown that both possible reaction mechanisms
(Scheme 2) contribute to cracking with significant, but distinctly
different probability. The dominant mechanism is the one shown
in Scheme 2b (�80% of reactive trajectories) in which the proton
is attached to a methyl group and another hydrogen atom is shifted
toward the carbon in the CH2 group to form a C–H bond and at the
same time the bond between the methyl and methylene groups is
broken. The lower probability of mechanism (a) – direct proton at-
tack on a C–C bond – arises from the fact that this mechanism re-
quires a specific orientation of the propane molecule with respect
to the Brønsted acid site in which both the methyl and methylene
groups are close to the proton. In mechanism (b), on the other
hand, only one methyl group interacts with Brønsted site, leading
to an enhanced flexibility of the reactant configuration. Mechanism
(a) is therefore disfavored by entropy effects.

The intrinsic reaction parameters such as free energy, entropy,
and internal energy of activation have been determined using the
thermodynamic integration technique. The computed free and
internal energies of activation are 237 kJ/mol and 180 kJ/mol,
respectively, the latter value being comparable with potential en-
ergy barriers computed using the static approach. The computed
entropy of activation of �71 J/mol/K is close to result of Swisher
et al. [25] who reported the value of �68 J/mol/K computed using
a plane-wave DFT method similar to the present calculations. The
experimental value of DS� ranges between �91 and �99 J/K/mol,
depending on type of acidic zeolite [14].

In this work, we provided evidence that finite temperature ef-
fects are important at various stages of the cracking process. Ab
initio molecular dynamics simulations have demonstrated that at
elevated temperatures the adsorption energy is substantially lower
than the value determined from the energy minimum on the static
potential energy surface. In addition, these simulations demon-
strate that at typical reaction temperatures only a small fraction
of the molecules adsorbed in the zeolite form a reactant complex
for protonation. Transition path sampling has been used to deter-
mine the dominant reaction mechanism, demonstrating that reac-
tions via protonation of a terminal methyl group are far more
frequent than the direct attack of the acidic proton on a C–C bond
(which has been assumed in most previous DFT studies). Thermo-
dynamic integration shows that the free energy of activation is
higher than the static potential energy barrier, caused by the loss
of entropy in the transition state configurations.

Finally, it should be mentioned that alkanes undergo also other
kinds of chemical transformations, in particular dehydrogenation,
at reaction conditions typical for protolytic cracking [8,12,14]. In
our previous study [50], we have estimated potential energy barri-
ers of 256 and 206 kJ/mol for the propane dehydrogenation involv-
ing methyl and methylene groups, respectively. Evidently, the
barrier for the reaction involving methylene group is comparable
with the values identified for the propane cracking, see Table 1.
This result is consistent with the experimentally observed fact that
the rate of dehydrogenation is typically lower but comparable to
that for cracking. Combined with the striking similarity in the
mechanism of the first reaction step (proton transfer), this result
suggests that both competing reactions could be studied in a single
TPS simulation. Note, however, that the cracking reaction requires
proton transfer to the methyl group, whereas the energetically
favorable route for dehydrogenation involves H transfer to the
methylene group of propane [50]. Obviously, an efficient sampling



228 T. Bučko et al. / Journal of Catalysis 279 (2011) 220–228
of both competing reactions would require many changes of pro-
ton acceptor sites in propane during the TPS run. In our TPS study
of propane dehydrogenation [50], �1200 TPS steps were needed to
switch the reaction mode from the methyl dehydrogenation to the
methylene dehydrogenation. It can be therefore expected that
sampling over very large number of reactive trajectories would
be needed to study both cracking and dehydrogenation in a single
TPS simulation. We plan to address this very interesting topic in
our future work.
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Appendix A. Thermodynamic integration

In general, if molecular dynamics with constrained vector of
geometric parameters n = {nk; k = 1, . . . ,r} is performed, correct sta-
tistical average for a quantity a(n) can be obtained using the
formula:

aðnÞ ¼
hjZj�1=2aðn�Þin�
hjZj�1=2in�

; ðA1Þ

where h. . . in� stands for statistical average of a quantity enclosed in
angular parentheses computed for a constrained ensemble and Z is
a mass metric tensor defined as:

Za;b ¼
Xi¼M

i¼1

1
mi

@na

@xi

@nb

@xi
;a ¼ 1; . . . ; r; b ¼ 1; . . . ; r; ðA2Þ

It can be shown [44–47] that the free-energy gradient can be com-
puted using equation:

@A
@nk

� �
n�
¼ 1

hjZj�1=2in�
hjZj�1=2½�knk

þ kBT
2jZj

Xj¼r

j¼1

ðZ�1Þkj

Xi¼M

i¼1

1
mi

@nj

@xi

@jZj
@xi
�in� ;

ðA3Þ

where knk
is Lagrange multiplier associated with the parameter nk

used in the SHAKE algorithm [55].
The free-energy difference between states (1) and (2) can be

computed by integrating free-energy gradients over a connecting
path:

DA1!2 ¼
Z nð2Þ

nð1Þ

@A
@n

� �
n�
� dn: ðA4Þ

Note that as free energy is a state quantity, the choice of path con-
necting (1) with (2) is irrelevant. If the initial and final states are
chosen to be free-energy minimum and saddle point, respectively,
free-energy barrier can be computed using Eq. (A4).

Appendix B. Transition path sampling

In transition path sampling (TPS) [49], random walk in the
space of reactive trajectories is performed. In this context, a reac-
tive trajectory is a sequence of states, i.e., reaction coordinates
and the conjugate momenta, that connects configuration space re-
gions typical for reactants (A) and products (B) which can be dis-
tinguished using a suitably chosen geometric parameter such as
bond length, coordination number. A sampling in reactive trajec-
tory space is realized via trial moves, called ‘‘shooting’’ and ‘‘shift-
ing’’. If a new trajectory generated by a trial move still connects A
with B, it is accepted and it is used for the next iteration. In the
opposite case, the trajectory is rejected and simulation continues
using the previous reactive trajectory. In a ‘‘shooting’’ trial move,
a state i on the current trajectory is selected randomly and the cor-
responding momenta are modified by adding a small Boltzmann-
distributed noise. A new trajectory is generated by integrating
equations of motion forward and backward in time. In a ‘‘shifting’’
move, a state i from a region typical for A (or B) is chosen, all states
before (after) i on the trajectory are discarded and the same num-
ber of states is added at the other end of trajectory by continued
integration of the equations of motion. Note that the length of tra-
jectories is fixed in a typical TPS simulation. For in-depth descrip-
tion of TPS technique, see Ref. [49].
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